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Chapter 8: 

Decision 

Boundary 

Equation: 

 

Binary 

Antipodal 

Signals with 

ML: 

  

Binary 

Orthogonal 

Signals with 

ML: 

  

General 

Binary 

Signaling 

with MAP 

detector 

 

 

 

 

 

𝜌12 = −1, when antipodal 

 

𝜌12 = 0, when orthogonal 

 

 

 

M-ary PAM: 

 

 

 

 

PSK: 

   

Union 

Bound: 
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Chapter 9: 

Orthogonal M-

ary Frequency 

Shift Keying: 

Waveforms: 

 
 

𝜀𝑚 = 𝜀𝑠 for 

adjacent 

tones:  
Orthogonal:     

 →   → (coherent detection)              

Orthogonal:     

 →   → (non-coherent detection)              

Geometric representation:   

N = M 𝑢𝑚𝑛 = 0  ∀ 𝑚 ≠ 𝑛 𝑢𝑚𝑚 = √ℰ𝑠 𝑑𝑚𝑛 = √2ℰ𝑠 

Demodulation: (assuming ML and 𝑢1 𝑖𝑠 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑) 

 

𝑟1 = √ℰ𝑠 + 𝑛1,      𝑟2 = 𝑛2 ,    𝑒𝑡𝑐.      → 

 

→   𝑃𝑐 =    = 

   ∴  
 

𝑃𝑐 = 

 

 

where 𝑓(𝑛1) is the pdf of noise n1 

Λ  

𝑃𝑒 = 1 − 𝑃𝑐 = 

 

 

∴     𝑃𝑒 = 
 

 

Non-coherent 

BFSK: 

   

In absence of noise: 

 

𝑟1(𝑡) = 

 

𝑟2(𝑡) = 

∵   𝜃1 Λ  𝜃2 are random with uniform distribution, four basis must be constructed:  

 

 

 

  

∴  
 

 
Decision rule: (if s1 is transmitted) 

 (envelope detection) 

→ 

where I0(x) is the modified Bessel function: 

 

 

 
 

𝜂-band-limit:  

  

            where 𝜂 is some out-of-band ratio 

Dimensionality 

Theorem: 

Max dimensions  

𝑁 ≈ 𝐾𝑊𝑇 

where T is the signal duration and K is some constant usually chosen equal to 2 
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Bandwidth 

efficiency:  

𝑅

𝑊
  where R is the bit rate and W is the bandwidth, bandwidth is calculated from PSD of transmitted waveform 

𝑅

𝑊
=  2

𝑙𝑜𝑔2(𝑀)

𝑁
 

bits/sec/Hz 

Assuming modulations satisfy 𝑊 =
𝑁

2𝑇
 

M-ary FSK: (N=M)  
𝑅

𝑊
≤ 1 

Suitable for channels with power 

constraints: 

• Improves energy performance 

(reduces SNR for given Pe) 

• Increases required bandwidth  

SSB PAM: (N = 1) 
𝑅

𝑊
> 1 

PSK and QAM: (N = 1) 
𝑅

𝑊
≥ 1 

Suitable for channels with bandwidth constraints: 

• Reduce required bandwidth 

• Worsen energy performance (increases required SNR for given Pe) 

Shannon’s 

channel coding 

theorem: 

Capacity: max number of bits per channel that can be sent reliably 

 

With 2WT channel uses/transmission and 1 𝑇⁄  transmissions/second: 

𝐶 = 𝑊 ∙ 𝑙𝑜𝑔2 (1 +
𝑃

𝑊𝑁0

)   →   
𝑅

𝑊
 < 𝑙𝑜𝑔2 (1 +

𝑃

𝑊𝑁0

)   

bits/second 

∵  𝜀𝑏 =
𝑃𝑇

𝑙𝑜𝑔2(𝑀)
=

𝑃

𝑅
 ∴  

𝑅

𝑊
< 𝑙𝑜𝑔2 (1 +

𝑅

𝑊

 𝜀𝑏

𝑁0

) 

Shannon limit: 

If R < C, then Pe can be made arbitrarily small by extending 

code size 

If R > C, then Pe is bounded away from zero. 
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Chapter 12: 

Self-

information: 

  • If a = 2, info is bits/symbol 

• If a = 10, info is Hartley/symbol 

• If a = e, info is Nat/symbol 

Entropy: 

 

  

Joint and 

conditional 

entropy: 

 

 

∵ 

 

→     Λ 

 

Mutual 

information:  

 

 

with equality if X and Y are independent  

Source 

coding 

theorem: 

Given N symbols each with a unique set of R bits:   
If N is integer power of 2: 

 

If N is not a power of 2: 

 

→       Λ      ∴   Λ      coding efficiency 

 
Average code length: Condition: 

 

Huffman 

coding 

algorithm: 

• Order source symbols by decreasing probability 

• Group the d least probable symbols, where: 

 

 

   

• Add the probabilities of each group 

• After the first group of d symbols was coded, other groups contain D symbols, and so on. (D is equal to the base) 

If blocks of J symbols are encoded at a time, then:   

Mutual 

information 

and channel 

capacity for 

discrete-

valued I/O: 

1) Find entropy of Y for fixed input X = x: 

 

 

 

 

 

Conditional probability pY|X behave like normal probabilities 
2) Find the average conditional entropy by averaging the values from the previous step over X: 

 

 



Compiled by Mohammad Sanad AlTaher 

 
3) Evaluate H(Y) from the given probabilities of the values of Y or from: 

 

4) Find mutual information: 

 

5) Channel capacity is then: 

 

H(Y) and H(Y|X) depend on the input distribution. In some cases where the transition probabilities are symmetric, H(Y|X) 

cancel out, then maximizing I(X,Y) is done by maximizing H(Y). 

Binary 

Symmetric 

Channel: 

where p is the bit flip probability 

since max entropy of binary random variable is 1 and outputs are equiprobable:  

 

If p = 0.5, Cs = 0 If p = 0 or 1, Cs = 1 

Channel 

capacity:  

 for n uses of channel:  
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Chapter 13: 

Hamming 

weight and 

distance: 

Weight: w(v) 

Number of 1s in the sequence v 

Distance: d(v,w) 

Number of bit positions that are different between the two 

sequences v and w 

Property #1: 

 

Property #2:  

→   𝑑𝑚𝑖𝑛 = 𝑤𝑚𝑖𝑛  

Linear 

Block 

Codes: 

  
c: code matrix with 1 column and n rows  

x: the message matrix with k columns and 1 row 

G: generator matrix with n columns and k rows (n, k) 

 
 

 

 

P: parity matrix 

 

 
 

or flipped with parity check bits before message 

bits if  𝐺 = [𝑃|𝐼𝑘] 

found from G s.t. 

 Λ 

Number of Independent columns 

of H is equal to dmin of H, number 

of dependent columns = 𝑑𝑚𝑖𝑛 − 1                         

For an (n,k) code:  Codes with dmin detect 𝑑𝑚𝑖𝑛 − 1 errors and correct up to  ⌊
𝑑𝑚𝑖𝑛−1

2
⌋ in each 

codeword. 

Hamming codes: (𝑚 ≥ 2) 

Code length: number of info bits: Number of parity bits:  Error correction capability: Min distance:  

Hard 

decision 

decoding: 

(error 

detection) 

∵ 𝒓 = 𝒄 + 𝒆 → 𝑺 = 𝒓𝑯𝑻 =  𝒆𝑯𝑻 

r: received codeword 

e: error pattern 

S: syndrome of r 

2𝑛 possible received vectors 

2𝑘 valid codewords 

2𝑛−𝑘 possible syndromes 

2𝑛−𝑘 error patterns can be 

corrected 

Error patterns: 

(
𝑛
𝑒𝑡

) =
𝑛!

𝑒𝑡! (𝑛 − 𝑒𝑡)!
 

where n is the number of bits in the codeword, and et is the type of error 

(single error implies et = 1, double error implies et=2, etc.) 

Polynomial 

(Cyclic) 

codes: 

Matrices represented previously are now represented as polynomials:  (X is the indeterminate) 

 

c =                                     →  

 

 factor of  𝑿𝒏  + 𝟏  

 

rows of the generator matrix have a cyclic shift, e.g., if element x occurs 

in column 3 of the first row, it will be in column 4 of the second row.  
 ∵ 𝑮𝑯𝑻 = 𝟎 → 

Steps to finding cyclic codes: 

1) Multiply the message polynomial m(X) by Xn-k 

2) Divide the result from the previous step by the generator polynomial g(X) to obtain the 

remainder 

 

3) Add the remainder p(X) to Xn-km(X) to form the codeword c(X) 𝒄(𝒙) = 𝑿𝒏−𝒌𝒎(𝑿) + 𝒑(𝑿) =  𝒒(𝑿)𝒈(𝑿) 

Syndrome decoding: 

∵ 𝑟(𝑋) =  𝐶(𝑋) + 𝑒(𝑋) = 𝑚(𝑋)𝑔(𝑋) + 𝑒(𝑋) =  𝑞(𝑋)𝑔(𝑋) + 𝑆(𝑋) 
 

Syndrome S(X) is the remainder found by dividing r(X) by g(X) 
 

∴ 𝐶̂(𝑋) =  𝑟(𝑋) + 𝑒̂(𝑋)        (corrected codeword) 

 

 

 

 

 


